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Abstract:  

The stagnation of Moore’s law on transistor scaling and the implications of Amdahl’s law on scalability 

indicates that nowadays more than ever, high-performance computing necessitates meticulous software 

optimization, fine-tuning and integration of hardware accelerators. This talk illuminates these concepts 

through the real-world example of code BLonD, the state-of-art beam dynamics simulator. BLonD, 

developed at CERN, transitioned from a single-node optimized, multi-threaded code to an MPI-over-

OpenMP distributed architecture. Applying techniques such as dynamic-load balancing and 

approximate computing, simulation durations were reduced from weeks to hours. To meet the ever-

growing demand for extensive simulation workloads, a distributed, GPU-accelerated version was also 

implemented, delivering remarkable improvements in latency and throughput. The dramatic reduction 

in execution time and user-friendly design of BLonD empowers scientists to conduct complex and 

accurate simulations, crucial for overcoming technological limitations, planning accelerator upgrades, 

and shaping the future of particle accelerators. 
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Research (CERN), in the area of High Performance Computer Architecture and Data Complex 
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award in the 17th ACM International Conference on Computing Frontiers (CF'20). 


