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Post-Quantum Cryptography

NIST PQC Competition

Legend: [C] = Code-Based, [L] = Lattice-Based, [I] = Isogeny-Based

• Secure cryptosystems

• Efficient HW/SW implementations

• Different categories of cryptoschemes

Status KEMs Digital Signatures

Selected for 

standardization

CRYSTALS-Kyber [L] CRYSTALS-Dilithium [L]

Falcon [L]

SPHINCS+ [L]

Advancing to the 

fourth round

BIKE [C]

Classic McEliece [C]

HQC [C]

SIKE [I]
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Post-Quantum Cryptography

BIKE Cryptosystem

• QC-MDPC code-based

• Key-Encapsulation 

Mechanism (KEM)

• Three main primitives



4

Contributions

• Differences between available 

implementations

• Testing BIKE performance on 

various platforms

From low-end to 

desktop-class CPUs

Middle-range FPGA 

family

SW, HW and HW/SW

implementations

Overview and Comparison of BIKE Implementations
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SoA Implementations

Software

• Reference C99

• Portable C99

• Intel-AVX2 Optimized

Hardware and HW/SW

• Official

• Client/Server

• HLS-Based

Chosen Implementations
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Platforms

• ARM Cortex-A9

• ARM Cortex-A53

• Intel Core i5 10310U

• Xilinx Artix-7

• Xilinx Zynq-7000

CPUs
(from low-end to desktop-class)

FPGAs
(entire family)

SoCs
(entire family)
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Software Performance

• Slowest: Ref C99

• CT C99 is 7x faster on Intel 

x86-64 w.r.t. ARM64

• Fastest: CT AVX2

Clock Frequencies:

• 667MHz for ARM32

• 1GHz for ARM64

• 4GHz for Intel x86-64
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57.1ms

8.02ms

1.06ms
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Software Execution Breakdown

KeyGen:

PRNG + Inversion + Multiplication

Encaps:

Multiplication + H, L, K Functions

Decaps:

Decode + H, L, K Functions

   

  

   

       
       

                  

   

  

   

      
       

                  

   

  

   

      
              

                  

   

  

   

    
               

                  

AVX2 speeds up polynomial operations
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Hardware Performance

 

       

       

       

       

       

       

       

   
    

   
    

   
    

  
  
 
 
 
 
  
  

  
  
  

                    

 

 

 

 

     

     

     

     

      

      

      
    

      
    

      
    

       
      
    

       
      
    

  
  
 
 
 
 
  
  

  
  
  

                       

 

   

 

 

• Official is slower than Client-

Server

• Client-Server is faster than AVX2

• HLS is orders of magnitude slower 

than handcrafted HW

11ms

6.4ms

3.7ms

5.7ms

0.6ms

617ms

482ms

288ms
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Hardware Resource Utilization

• Official: efficient utilization of 

available resources

• Client-Server: high performance at 

the cost of large resource 

consumption

• HLS: inefficient utilization of 

resources w.r.t. handcrafted HW
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Conclusions

Evaluation of BIKE implementations

• Considerable differences between lower-

end and desktop-class CPUs

• Superiority of handcrafted HW w.r.t. HLS 

solutions

• Best-performing HW outclasses the fastest 

SW implementation
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Table 1 – SW Execution Time
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Table 2 – SW Execution Breakdown
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Table 3 – HW Implementations
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Related Works

Presented at Euromicro DSD 2022 

Presented at ICECS 2022 


