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Talk structure

1. Introduction to Tegra TX1 SoC and power modelling methodology.
2. Power modelling with per-frequency and unified models.

3. Understanding the impact of device temperature on power
predictions.

4. Conclusions and future work.
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« Heterogenous device with CPU and GPU ———
compute resources.
* Previously we have investigated power

modelling on the big.LITTLE CPU and in this
work we focus on the GPU.

« Methodology should also be applicable to
TX2 and Xavier.
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Power modelling methodology overview

- Data collection is board/device dependent.

* Synchronization needed to synchronize events with power sensors when
multiple runs are used to collect sensor data.

* Independent CUDA benchmarks for linear regression train and test
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Performance counter selection and analysis

« Pre-selection of 13 performance counters based on user experience.

-  Example commandsto find best model with 4 counters and calculate model
with 4 particular counters across all the available frequency/voltage points.

Instructions executed by compute

inst_executed_cs shaders (CS), not including replays [
sm_inst_executed_texture | Texture instructions executed
ed_ipc The average instructions executed octave_makemodel.sh -r measurement.txt -
per active cycle per SM. b benchmark.txt —-f
sm_issued_ipc The average instructions issued 76’153,230,30?"384'460’537’614’691’
er active cycle per SM.
S — :L i f*’ ”td]“ 768,844,921,998 -p 7 -m 1 -1
sm_inst_execut e number of executed globa
_g"lﬂ]_‘loads loads 8; 9;10,11,12;13’14,15,16’17,18’19,20
sm_inst_executed The number of executed global -n 4 ¢ 1 -0 2
—global_stores Stores
threads_launched Total threads launched.
Increments by 1 per thread .
Taunched.
sm_active_cycles sum of cycles that SM was active.
Increments by O-NumsSMs per cycle.
sum of warps that SM was active. ==
sm_active_warps Increments by 0-64 per cycle per ./octave_makemodel.sh -r
SM. power_measurement.txt -b benchmark.
sm_warps_launched warps launched. Increments by 1 txt —-f
per varp launched 76,153,230,307,384,460,537,614,691,
gpu_busy Cycles the graphics engine or the - = =
Oycles the graphics eng 768,844,921,998 -p 7 -e 8,11,13,19 -o
12_write_bytes Number of bytes writtem to L2 2
cache
12_read_bytes Number of bytes read from L2
cache
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Per-frequency models

General form of the considered model
with events normalized by clock
cycles.

PGpufreq, = @o + a1 x eventsy/cycles + ...+ ay

x eventsylcycles

Multiple linear regression calculates
the a coefficients with one constant
used to capture idle power.

The per-frequency model has a
different set of coefficients for each
voltage/frequency pair. Table shows
example at frequency 76 MHz and
voltage 0.82V
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Unified models

Can we use a single set of coefficients and scale the power to other
frequency and voltage points ? Less data to handle.

« This takes into account that for each voltage level multiple frequency points are possible
according to the DVFS table.

* Isolating static power is also useful to predict the temperature impact on static power (no
effect dynamic power).
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Temperature and power analysis

« Understanding the effects of temperature in power.

*  We observe up to 20% power variation between 55C (fan off) and 35C (fan on)
temperature operation.

« Specially relevant for fanless deployments of the device.
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Temperature-aware power model

- Extending unified power model to account  Pgpyfreq x = (PGrufreq ref — (Tref
for temperature scaling.

freq_x
: : : x 0.0051 + 0.0849) W) x —————
* Linear relation between static power and 380MHz
temperature scaled to different voltage 2 (V"”—x)z 4 (T x 0.0051 + 0.0849) W x (volt_x)2
levels 0.82V 0.82V

- Error at high temperature maintained
around 5%.
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Conclusions

« Tegra SoC TX1 GPU instrumented with power measurement and
performance counter features and a power model developed based on
multiple-linear regression.

- Extended to multiple voltage and frequency points with per-frequency
and unified models accuracy of around 5% executing varied CUDA
benchmarks.

« The hybrid unified model uses local events (i.e. performance counters)
and global states (i.e. voltage, frequency and temperature) to obtain a
general solution.

« This general solution eliminates temperature induced prediction errors
of up to 20% and accounts for the multiple frequency points possible
for a single voltage level.
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